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Abstract

In this paper Single Event Effects (SEE) in semiconductor microelectronic devices and circuits are presented. Variety of SEE's are defined and classified in order of permanency and damage done to device. Environments in which SEE occurs are presented, in particular space and accelerator environments with strong radiation fields. Mechanisms responsible for occurrence of SEE together with charge creation and collection and basic testing procedures for evaluating semiconductor microelectronic devices and circuits radiation tolerance, such as pulsed laser and heavy ion testing, are presented.

1.  Introduction

The effects resulting from the interaction of high-energy ionizing radiation with semiconductor material can have a major impact on the performance of space-based and accelerator-based microelectronic circuitry [1]. Radiation damage to microelectronic circuits and devices may be separated into two categories: total ionizing dose and single event effects. Total ionizing dose is a cumulative long-term degradation of the device when exposed to ionizing radiation. Another important type of effect known to occur from interaction of semiconductor material and high-energy ionizing radiation is the single event effect (SEE). A SEE is an electrical disturbance in a semiconductor microelectronic circuit caused by the passage of a single ionizing high-energy space (accelerator) born particle. As a single ionizing high-energy particle penetrates a circuit, it leaves behind a dense plasma track in the form of electron-hole pairs. A circuit error, or even a circuit failure, will occur if sufficient charge from the plasma track is collected at a sensitive circuit node.


There are several types of  SEE's and they can be classified into three most important and frequent effects (in order of permanency):

· Single-event upset (SEU) is a change of state or transient induced by an ionizing particle such as a cosmic ray or proton in a device. This may occur in digital, analog, and optical components or may have effects in surrounding circuitry.

· Single-event latch up (SEL) is a potentially destructive condition involving parasitic circuit elements. In traditional SEL, the device current may exceed device maximum specification and destroy the device if not current limited.

· Single-event burnout (SEB) is highly localized burnout of the drain-source in power MOSFETs. SEB is a destructive condition.

Some authors prefer to categorize SEE's in terms of whether they are soft or hard errors by the amount and permanency of damage made to microelectronic circuit. Soft errors are nondestructive to the device and may appear as a bit flip in a memory cell or latch, or as transients occurring on the output of an I/O, logic, or other support circuit. Soft errors also include conditions that cause a device to interrupt normal operations and either perform incorrectly or halt. Hard errors may be (but are not necessarily) physically destructive to the device, but are permanent functional effects. SEU's are soft bit errors in that a reset or rewriting of the device causes normal behavior thereafter. SEL's and SEB's are hard errors. There are some other types of SEE's but are not as important as the one mentioned above and also out of the scope of this paper. For their definitions and more information see [3].

This paper is arranged as follows. Initially, ionizing radiation environment concerns are addressed. Next, mechanisms resulting from radiation environment properties responsible for creation of charged tracks in semiconductor material are presented. Then a semi empirical method for estimation of error rates in devices is presented. Finally, evaluation of radiation hardness and testing of devices regarding SEE's is presented.

2.  Ionizing radiation environment and SEE's

The possibility of  SEE’s was firs postulated by Wallmark and Woods in 1962. First actual anomalies in microelectronic device operating were reported by Binder in 1975. Anomalies were at that time first observed in satellite operations. Most problems in microelectronic circuits by present date were in fact observed in space-based electronics. Problems in operating due to SEE’s were also observed in avionics electronics while flying in upper parts of atmosphere where radiation field is stronger than earth based. Also, read out electronics in accelerator environment is affected by high-energy ionizing radiation. SEE’s were observed and are significant in a population of humans with implantable cardioverter defibrillators caused by secondary cosmic ray neutron flux [4]. Space and accelerator radiation environment and its impact on microelectronic circuits are further discussed in this chapter.

SEE’s in space environment are caused by two different space sources:

· High-energy protons.

· Cosmic rays, specifically, the heavy ion component of either solar or galactic origin.

Heavy ions cause SEE’s via direct ionization within a device. The protons may cause SEE’s via direct ionization in a very sensitive device, but more likely the protons will cause indirect electron-hole pair formation via a nuclear reaction (spallation) in a sensitive device area. Spallation is a nuclear reaction in which two or more fragments or particles are ejected from the target nucleus. Example spallation reactions from neutrons and protons with silicon include 28Si(n,()25Mg, 28Si(n,p)28Al, and 28Si(p,2p)28Al.

In Figure 2.1 spatial distribution of SEE errors from the UoSAT-3 spacecraft in polar orbit is shown. From the figure it is evident, that most SEE errors occur in the so-called South Atlantic Anomaly (SAA). Strong localization of SEE errors occurs because protons with broad energy spectrum (energies from keV to several hundreds of MeV) are trapped in the so-called Van Allen belt. The intensities range from 1 proton/cm2/s to 105 protons/cm2/s.
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Figure 2.1 - Spatial distribution of SEE errors from the UoSAT-3 spacecraft in polar orbit (reproduced from [6]).
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In Figure 2.2 proton fluxes with energies higher than 50 MeV at 500 km altitude are shown.

Figure 2.2 -  Contour plot of proton fluxes with energies greater than 50 MeV at 500 km altitude (reproduced from [6]).

Note that a significant number of errors (as shown in Figure 2.1) occur at high latitudes. Those SEE's are present due to galactic cosmic rays in opposite to errors in SAA that originate from solar activity. Galactic cosmic ray particles originate outside the solar system. They include ions of all elements from atomic number 1 through 92. The flux levels of these particles are low, but, because they include highly energetic particles (10 MeV per nucleon up to several hundred GeV per nucleon) they produce intense ionization as they pass through matter.

Rates of errors at high latitudes and in SAA are not static but are highly correlated with solar activity cycling. Galactic cosmic ray particle population varies with the solar cycle as well. It is at its peak level during solar minimum and at its lowest level during solar maximum. The same is true for protons trapped in Van Allen belt. The earth's magnetic field provides spacecraft with varying degrees of protection from the cosmic rays depending primarily on the inclination and secondarily on the altitude of the trajectory. Galactic cosmic rays have free access over the Polar Regions where field lines are open to interplanetary space. The levels of galactic cosmic ray particles also vary with the ionization state of the particle. Particles that have not passed through large amounts of interstellar matter are not fully stripped of their electrons. Therefore, when they reach the earth's magnetosphere, they are more penetrating than the ions that are fully ionized.

There are some other mechanisms that can cause SEE’s but are not dominant in space or accelerator environment. The first are thermal neutrons. Neutrons can cause SEE’s when the recoil products in a neutron interaction deposit sufficient energy in the sensitive volume. Boron is often present in semiconductor devices as a result of doping or in a glass passivation layer. Natural boron is composed of 19.9% 10B and 80.1% 11B. The reaction 10B(n,()7Li produces an alpha particle and the residual 7Li which both have enough energy to produce SEE (see for [8] details).

Recoil nucleus often short ranges (several (m) in semiconductor materials, such that they deposit energy in a very small volume. Energy deposited from recoil nucleus is often high enough to produce SEE.

2.1  How does a SEE appear?

SEE is caused by a deposition of a large amount of energy, typically 10 MeV energy deposition over 1 (m particle path length. The charge released along the ionizing particle path, or at least a fraction of it, is collected at one of the microcircuit nodes, and a resulting current transient might generate SEE. The most sensitive regions of a microelectronic device are the reverse-biased pn junctions, where the high electric field is very effective in collecting the charge by drift. Charge is also collected by diffusion, and some of it recombines before being collected. The effect of the collected charge depends on the circuit and, inside the same circuit, on the node where the collection occurs.

Charged particles passing through matter loose kinetic energy by excitation of bound electrons and by ionization. Following Bethe and Bloch the average energy loss dE per length dx is given by (see [9])
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(2.1)

where  z is the charge of the incident particle, Z, A atomic number and atomic weight of the absorber, me electron mass, re classical electron radius, NA Avogadro number, I ionization constant, characteristic of the absorber material which can be approximated by I=16 Z0.9 eV for Z > 1, (  is the parameter which describes how much the extended transverse electric field of incident relativistic particles is screened by the charged density of the atomic electrons.


For highly relativistic Z = 1 particles with ( ~ 1 dE/dx=4.6 MeV/cm in silicon. For slow particles (( ~ 10-2) or high Z the energy lost over 1 (m amounts to order of 10 MeV which is needed to produce enough charge for SEE.

The electron-hole pair distribution depends also on radial distance from the center of the track (see [10] for details). Initial electron-hole pair distribution as a function of the radial distance from the center of the track at various depths in silicon is shown on Figure 2.3 for a 70 MeV (a) and 250 MeV Cu ions (b).

[image: image2.jpg]~—— 8 microns
——— 2.5 microns

=== 7.5 microas
—-=-=- [0 microns

e-h density (cm‘a')

1) 5e06  1e-05
radius (cm)



[image: image3.jpg]-

e-h density (cmf3)
3

i0

{-—— 0 microas
e 2.8 microas
v=ems> 5 microns
~==- 7.5 microas
—-=-- 10 microns

205

radius (cm)




Figure 2.3 -  Initial electron-hole density as a function of radius from the center of ion track for various depths for (a) 70 MeV and 250 MeV Cu ions ([10]).
A typical ionization track contains about 4(108 electron-hole pairs per cubic centimeter generated in the material by a single incident ion. For an assumed cylindrical track, it is generally agreed that the initial track radius is of the order of 0.1 (m (see [12]). The time required to create the initial track of ionized charge plasma is less than 10 ps from the time of arrival of the incident ion. The very high density of initial charge density in the track implies ambipolar transport. This means that the electrons and holes in the track are in a “lockstep” which causes them on average to diffuse in train. This corresponds to an effective diffusion coefficient whose value lies between that of the slower and faster particles in the track. The ambipolar state also implies, at least, quasineutrality (i.e. p – n ( p0 – n0, where the zero subscript imply initial values). The corresponding ambipolar transport equation (see [13]) for the excess hole concentration (p is given by
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where D* is the ambipolar diffusion coefficient, for both holes and electrons, because they move together, given by
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(2.3)

where Dn and Dp being the diffusion coefficients of electrons and holes, respectively. (n and (p are excess particle concentrations over their respective equilibrium values n0 and p0. The ambipolar mobility (* is given by
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(2.4)

E is the electric field within the track and ( is the excess ambipolar carrier lifetime defined implicitly by
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(2.5)

where the subscripts n and p refer to electrons and holes, respectively. Equation (2.2) holds for (n as well, with the same definitions for the pertinent parameters. The corresponding initial and boundary conditions for (2.2) are given as

1. An in initial condition on the form of the charge generation function (p(r,0)in that it is radially symmetric
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(2.6)

where N, the track linear density, bounds are approximately 107 ( N 1011 electron-hole pairs/cm, and b is an assumed initial track radius. The track density is very high and their radial gradients are so extremely large compared to their axial ones that the ambipolar mobility (*( 0. Equation (2.4) yields       n0 –  p0 ( p – n ( 0 and charge neutrality is strictly held by the initial electric field, and the track particles are now essentially frozen in place with zero net motion, except for ambipolar diffusion, by which the track now begins to expand in the radial direction.

2. For relatively long times after track formation, its carrier density is reduced in that D* and (* revert to their prestrike values D and (, respectively.

In rectangular coordinates, the solution to (2.2) for a constant electric field Ec is
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(2.7)

with a modified mobility defined by
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(2.8)

From (2.7), it is seen that for early times, the track charge is diffusing radially in an ambipolar fashion, and with no drift due to the electric field. However, for relatively long times of about 500 ps after track formation, the charge begins to drift due to the electric field as the track charge density falls to levels comparable to the background material dopant density. Therefore, in the early diffusional phases, the track only expands radially, as mentioned. This is followed by a second phase characterized by charge motion along the track, driven by the electric field.


When the SEU-inducing ion penetrates the junction at normal incidence to traverse the junction depletion layer, the governing equation connecting excess hole density (p and its current Jp is
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In the initial phase, not only is drift parallel to the track negligible but so is the corresponding diffusion term -eDp(((p); that is, -eDp(/(x((p) in the equation complementary to (2.9), namely
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Thus, now from (2.10), Jp ( e(p(pE,  and differentiating yields ( Jp /(x= e(p(pE’(x). Inserting this ( Jp /(x into (2.9) yields, for the one-dimensional case,
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(2.11)

Integrating with respect to time gives
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(2.12)

Note that the time dependent area through which the current flows is x2(t), where x2(t)=4Dt, a mean square  diffusion distance. E’(x) is readily available from the corresponding Poisson’s equation ((E=E’(x)=(/((0, where ( is the included charge density; that is, E’(x)=-eND/((0, because ( = -eND.


The total (p can be constructed empirically by adding a term to (2.12), representing the high density electrons from the track. It is characterized by a time constant (-1=t0. After a relatively long time, the resultant expression is given by (see [12] for details)
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Using the time varying area above, the corresponding current Ip can be written by using (2.10), by neglecting its diffusion term, to give
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Where the maximum value at the junction depletion layer electric field Emax(E0, where E0 is
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a well-known quantity [13]. (0 is the contact potential of the junction.


The total current due to both (p and (n is obtained by summing an expression similar to (2.16) for (n with (2.17) to yield
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with (=0.5((n+(p)F(E). F(E) supplies a mobility correction factor in the transition from the ambiploar phase to asymptotically long time values (see [12] for details). Hence, the SEU current pulse I(t) is given by the difference of two exponential terms. The track decay time constant ((E’)-1=((0/e(pND is the “RC time constant” of the junction field region (see [12] for details).


The total SEU charge collected, neglecting the diffusion component, is obtained from (2.19) as



[image: image19.wmf]ò

¥

ï

î

ï

í

ì

³

-

<

-

=

0

,

,

)

(

j

j

j

X

l

eNX

X

l

eNl

dt

t

I
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where l is the track distance into the depletion layer and Xj is the junction width (see [12] for details).

The quantitative model for charge collection was given above. Now, qualitative description of the processes govering charge collection will be presented. Once the electron-hole pairs are established in the track, the carriers can be collected at junctions in the structure. The method by which charge is collected depends on the depth that the track penetrates into the structure and the applied voltage. Large amount of excess charge on the ion track acts as a highly conductive region connecting to the two n+ layers when the ion penetrates two pn junctions. If an applied potential exists between two n+ layers (see Figure 2.4 (a)), charge can be transported between them through the ion track. The part of the track between the two n+ layers is called the ion shunt because it allows charge to be shunted or transferred between two regions that are not normally connected. Figure 2.4 (b) show a circuit model for the ion shunt model.
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Figure 2.4 -  (a) A physical representation of an ion penetrating a typical CMOS structure. (b) The general circuit model for the situation shown in (a).

Next, the method for calculating SEE's error rates is presented. The burst generation rate (BGR) method was first proposed by Ziegler and Lanford in 1979 in [1]. In the BGR method a SEE may occur when a high-energy particle strikes the reversed biased pn junction of a memory cell and deposits sufficient charge to cause a change in memory state. The region in which the charge must be deposited is defined as the sensitive volume V and the amount of charge required to just cause SEE is called the critical charge Qc. In BGR method, the soft error rate (SER) is given by:
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where C(Er, t) is the collection efficiency which accounts for the escape of nuclear recoils from the sensitive volume V having a mean thickness t, Sf is a shielding factor to account for neutron attenuation due to buildings on ground level for example, dN/dEn is the differential particle flux spectra and the BGR(En, Er) is the burst generation rate (in cm2/(m3) spectra defined as the partial macroscopic cross section for producing silicon recoils with energy greater than the minimum necessary recoil energy Er times the atomic density of silicon (5(1010/(m3). We sum over all possible particle interactions i.


The function obtained by integrating the product of the particle energy spectrum and the BGR over all recoil energies E > Er is called the particle-induced error (PIE in cm2/(m3). It gives the number of errors induced by a unit fluence of particles (1 cm-2) in a unit volume of silicon (1 (m3). Equation (2.21) then simplifies to:
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where F is the integral particle flux (cm2s-1). Qc  is proportional to Er so function C and function PIE could be expressed as functions of Qc. Two main assumptions exist in the above model; the PIE function and BGR function assume point deposition of charge and assume negligible energy loss of recoils due to heat production. The first assumption is accounted for by the collection efficiency term while heat production is important only for low energy ions (< a few MeV).


To obtain quantitative measure for SER we need to identify all important interactions of ionizing radiation for a given environment. At sea level there are mainly neutrons and protons responsible for upset rates, in Van Allen belts protons and neutrons, and at 10 km (planes) muons, neutrons and protons. Then Qc has to be estimated. In memory cells, where charge is used to store information (DRAM's and CCD's), it is assumed that a sudden spontaneous 20 percent variation in charge may cause the device to invert (from strored '1' to '0') [1]. Finally we have to measure the fluxes and spectra of radiation in environments where SER is of interest, and together with measured or calculated BGR's calculate particle-induced error for each of the important interactions. After obtaining values for sensitive volume V and shielding factor Sf we can estimate SER via Equation (2.22). Results for this type of calculation is given in Table 2.2 using typical electronic device parameters given in Table 2.1.

Table 2.1 -  Typical electronic device parameters (in 1979!) (From [1]).

	Parameter
	DRAM (64K)
	CCD (64K)
	CCD (256K)

	Stored charge [e-]
	1,500,000
	180,000
	50,000

	Critical charge, Qc, [e-]
	300,000
	36,000
	10,000

	Sensitive volume, [(m3]
	800
	2,700
	600

	Bits per chip
	65,536
	65,536
	262,144


Table 2.2 -  Chip errors induced by sea-level cosmic rays obtained with BGR (from [1])

	      Interaction
	Chip error rate (events per 106 hours)

	
	DRAM (64K)
	CCD (64K)
	CCD (256K)

	e- ionization wake
	0
	0
	0

	e-(Si recoils (EM)*
	0
	< 1
	< 1

	p+ ionization wake
	0
	140
	1300

	p+ + Si(HN recoils(
	< 1
	< 1
	< 1

	p+ + Si(He
	< 1
	< 1
	< 1

	n + Si(HN recoils
	1
	100
	250

	n + Si(He
	6
	22
	20

	Muon ionization wake
	0
	330
	1700

	Muon(silicon recoils (EM)*
	< 1
	3
	4

	(- capture(HN recoils#
	< 1
	7
	8

	Total
	~ 7
	~ 600
	~3000


*»Si recoils (EM)« indicates close electromagnetic (EM) collisions that induce energetic recoiling silicon nuclei. #»HN recoils« indicates a summation over all recoiling heavy nuclei (HN) from the nuclear reaction indicated.

SEE rates in implantable cardioverter defibrillators were also estimated using BGR in [4]. SER in NMOS RAM was estimated using BGR method as 4.5(10-12 upset/bit-hr which is well in accordance with observations in the field.

In table  estimates for SEU error rate is given for some devices from different vendors (reproduced from [Error! Bookmark not defined.]).

Table 2.3 -  SEU error rates for some devices (see [Error! Bookmark not defined.] for details)

	Part name
	Vendor
	Sensitive volume [(m3]
	Critical charge [pC]
	(SEU/bit-day) (
	(No. of nodes) =
	SEU per device day

	54LS90
	Dec. Cntr. TI, MOT
	50.8(50.8(1.2
	0.44
	9.6(10-6
	52
	5.0(10-4

	54LS2400
	Oct. Buff TI
	50.8(50.8(1.2
	0.44
	9.6(10-6
	40
	3.8(10-4

	5400
	NAND Gte. TI
	30   (40   (1.0
	1.14
	4.6(10-7
	46
	7.4(10-6

	54S140
	Dual Dvr. TI, NSC
	33   (17.8(0.4
	0.17
	1.6(10-6
	8
	1.3(10-5

	93L16FM
	Bin. Cntr. FSC
	60   (57   (1.0
	0.90
	2.1(10-6
	46
	9.7(10-5

	54S30
	NAND Gte. TI
	33   (17.8(0.4
	0.17
	1.6(10-6
	4
	6.4(10-6

	MC1692F
	Line Rer. MOT
	30   (30   (0.5
	0.84
	1.8(10-7
	16
	2.8(10-6

	11C91
	Divider FSC
	44.5(38.1(0.5
	0.08
	3.3(10-5
	116
	3.0(10-3

	55182
	Line Rcr. TI NSC
	25   (15   (0.7
	0.17
	3.2(10-6
	18
	5.8(10-5

	5490
	Dec. Cntr. TI
	30   (40   (1.0
	1.14
	4.6(10-7
	76
	3.5(10-5


3.  How SEE testing is done

As mentioned, SEL is a potentially destructive SEE. It is triggered by excess current in the base of either a parasitic pnp or npn transistors following the charge deposition from a heavily ionizing particle. This switches the device in a high current self-maintaining state that can cause destructive burnout. Therefore, it can be detected by monitoring the current consumption of the circuit.

SEU's originate from charge collection following a heavily ionizing particle strike that can change the state of the circuit node and cause false information to be stored. As the minimum charge collection needed to generate the upset is proportional to the node capacitance and the supply voltage, SEU sensitivity increases with the scaling of technologies towards smaller device size. Writing a pattern in, for example, shift register does SEU testing. Differences occurring in shift registers from originally written pattern are counted as SEU.

There are two important SEE testing techniques nowadays. The tests are traditionally performed using energetic particles produced at accelerators to simulate the radiation environment in which device under test will operate. Recently laser pulses have been used to induce SEE's.

3.1  SEE testing with the radiation method

Particle accelerator testing is the standard method used to characterize the sensitivity of microelectronic circuitry to SEE. This method is most generally accepted as a standard method for simulating space radiation.

Figure 3.1 illustrates a simple SEE test apparatus. The device under test is monitored while it is being irradiated with energetic particles. By counting the number of SEE and knowing how many particles passed through the part, we can calculate the likelihood of a particular particle causing a SEE. This resultant number, which is the number of upsets divided by the number of particles per cm2 causing the upsets, is called the cross-section of the part and is measured in units of cm2 /device.
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The goal of  SEE testing with radiation method is to determine the cross section vs. the deposited energy (known as Linear Energy Transfer (LET)) curve by irradiating the tested device with different species of particles, at various angles, to render a range of effective energy depositions.

Figure 3.1 -  Simplified SEE radiation based test apparatus (reproduced from [2]).
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Figure 3.2 represents SEE cross-section vs. energy deposition for several bias levels. There exists a minimum energy deposition that is required to generate SEE – the threshold energy deposition. From this threshold energy deposition cross-section for SEE increases up to saturation level (asymptotic cross-section).

Figure 3.2 -  SEU cross-section vs. energy deposition (LET) at several bias levels (reproduced from [7]).

Threshold  energy deposition and saturation level (asymptotic cross-section) are important parameters occurring in all results from SEE measurement with radiation method.

Accelerator testing is often expensive and not easily accessible. Radiation method provides only limited spatial and temporal information about SEE's. Accelerator testing does not reproduce all aspects of space particle radiation and is only an approximation of the space environment. Radiation method also produces a small but finite amount of damage to the circuit. Radiation method provides threshold LET for SEE occurrence and SEE cross section on a wide LET interval.

3.2  SEE testing with pulsed laser method

Pulsed laser method for SEE testing is based on the ability of laser pulses to provide a reasonable approximation of many aspects of the interaction between a high-energy particle and a semiconductor. The pulsed laser technique cannot replace the conventional experimental techniques based on accelerator testing. It provides complementary information and, in some cases, unique characteristics and capabilities that are particularly useful for SEE studies. Spatial dependence of SEE phenomena, investigation of fundamental charge collection mechanisms and detailed circuit analysis are benefits of using pulsed laser technique for SEE testing.

Figure 3.3 presents photos of experimental apparatus for SEE testing with pulsed laser at J. Stefan Institute. A laser diode is used as laser beam source. Diverging laser beam from the laser diode is corrected and collimated with optical elements specially designed and manufactured for diode laser beams. Device under test is placed in a metal box mounted on a xyz motorized computer controlled stage with sub micron resolution. Tested device readout and management is performed through standard interface developed by manufacturer of the tested device.

[image: image29.bmp]
Figure 3.3 -  Pulsed laser apparatus for SEE testing at IJS.

In performing laser-based SEE measurements it is important to work in a regime where the maximum intensity of the laser pulse is sufficiently small so that linear optics adequately describes the light-matter interaction. Propagation of Gaussian beam in silicon (beam radius and confocal length), material absorption which determines penetration depth, surface reflections and choice of optical wavelength are parameters that must be carefully studied and chosen because they determine charge density profile generated in semiconductor material. Charge tracks resulting from laser beam pulses and penetrating particles strongly differ, since ions generate a narrower charge density profile. While laser excitation generates a charge distribution that is in order of 1 (m (typical for wavelengths and optical systems for collimating used) in diameter at the surface, ion generates a charge track that is much narrower, with a diameter of approx. 0.02 (m (see [11] for details). However the large initial difference in the track structure, computer simulation shows that the charge distributions already on a timescale of 10 ps (much below the typical computer clock interval) these distributions evolve to a state where they have become qualitatively similar. This result provides theoretical support to experimental observations that show qualitative similarity in laser and ion charge collection.

Despite the differences in the laser and radiation technique there remains a strong enough similarity in the ion-semiconductor and photon-semiconductor interaction to permit extensive application of pulsed laser to SEE testing. There are several advantages the pulsed laser offers to SEE testing:

· Spatial information. The laser can be focused down and imaged to a small spot (( 1 (m). Therefore sensitivity of individual circuit elements can be measured. This is not easily accomplished with radiation method.

· Nondestructive. As long as the laser intensity is below the threshold for melting in the semiconductor, there is no permanent damage to the material. In contrast, radiation testing causes damage to the circuit that is dependent on the total dose. This not limits the life of the circuit, but may also affect the results of the measurements.

· Convenience and cost. There is no ionizing radiation threat, no vacuum is required and laser tests are relatively inexpensive compared to radiation tests.

Laser tests are not without limitations. They include:

· No absolute measure of SEE threshold. Since light and ions do not interact in the same way with the semiconductor, they produce different initial track structures. These are expected to manifest themselves in differences in the measured LET upset thresholds.

· No direct measure of the asymptotic cross-section. To calculate error rates, the variation of the cross-section with LET must be measured. Using only the threshold LET and the limiting cross-section may overestimate the error rate by up to an order of magnitude. The laser can be used to estimate the limiting cross-section indirectly by identifying which nodes are sensitive to upset and then using the circuit layout to add up all the sensitive areas.

· Inability of light to penetrate a metal layer. An ion will penetrate metal but a laser pulse will not. If the most sensitive region is covered by metal, then the laser will be unable to measure the threshold.

It is important to emphasize that some measurements of SEE phenomena does not require that the laser and ion methods give the same LET upset threshold. Hardness assurance is an example, where LET upset threshold is not of the interest. SEE hardness assurance involves measuring either every circuit, or at least a representative number of circuits or test structures to ascertain whether they meet SEE specifications. Hardness assurance testing carried out using ions produce certain amount of damage to the circuit.

4.  Conclusion

Interaction of high-energy ionizing radiation with semiconductor material impacts the performance of microelectronic circuitry operating in space or accelerator environment. Effects of interactions with single high-energy ionizing particles causes errors in circuit operation called Single Event Effects - SEE. These errors can cause temporal or permanent damage to microelectronic circuits. Therefore it is necessary to characterize the sensitivity of circuits to SEE’s with experiments in laboratory before sending them on an expensive mission in space or accelerator environment. Two techniques were presented, pulsed laser and radiation method, both intended to explore and characterize the SEE behavior in microelectronics circuits. There are both advantages and limitations to either of the methods. Although the pulsed laser method is an extremely powerful and useful technique for SEE testing, it will not replace the radiation method but will be a complimentary technique that will provide invaluable information in characterizing SEE in circuits.
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